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Automated Quantitative Analysis of Isolated (Nonconjugated)
trans Isomers Using Fourier Transform Infrared Spectroscopy
Incorporating Improvements in the Procedure1
R o n a l d T. S l e e t e r a n d Mark G. M a t l o c k
Lakeview Technical Center, Archer Daniels Midland Co., P.O. Box1470, Decatur, IL 62526

A method for determining the i so la ted (nonconjugated)
trans i s o m e r content of fats and oils was developed
us ing Fourier Transform Infrared Spectroscopy (FTIR),
which permits automat ic sample ana lys i s and calcula-
tion of percent trans content . Integrated band areas
were used as a measure of the intensity of the band
assoc iated with the t r a n s C = C double bond. Measured
band areas for samples with known percent t r a n s con-
tent were f i t with a second order polynomial, resulting
in a correlation coefficient of 0.99998 and a standard
error of est imate of 0.11 over the range of 0 to 50%
t r a n s content . This technique also allows the analysis
of neat samples , a significant improvement over cur-
rent procedures in that i t eliminates the need for dilu-
tion by volat i l e so lvents and any attendant errors.

The analysis of t h e t r a n s content o f lipids by infrared
spectrophotometry has progressed over the years. From
t h e init ial work showing the pract ical i ty of the analysis
(1) in 1950, the analysis has undergone several refine-
ments (2-7). These refinements concerned two aspects
o f the analysis. F i rs t , due to a bias er ror introduced by
a broad absorption band dependent on triglyceride struc-
tu re , the method was changed to t h e use of methyl
esters, which eliminated this problem. Second, the method
o f computation o f t h e percent t r a n s content has been
modified over t h e years. The la t te r also involved the
method used for standardization of the analysis by
calibration with known pure c i s and t r a n s samples.
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FIG. 1 . 100% Methyl linoleate.

1Presented at the AOCS meeting in New Orleans, LA in May
1987.

Some early me thods (2-4) used t h e ratio of p e a k ab-
sorptivities a t 967 cm-1 to determine t h e amount of
t r a n s isomers. This method required t h e a n a l y s t t o
measure the peak heights in t ransmi t tance directly
from recorded spectra from a hand drawn baseline tan-
gent t o t h e minimum absorbance (maximum transmit -
tance) on e i the r side of the t r a n s peak. The t ransmis -
sion peak heights o f standards and samples were con-
ve r t ed t o absorbances u s i n g t h e relationship, Ab-
sorptivity (a) -- A/bc where A -- absorbance, b -- cell
thickness in cm and c -- concentration of solution in
g/1. The t r a n s content was then calculated from the
relationship, percent t r a n s = (absorptivity of sample]ab-
sorptivity of appropriate standard) × 100.

The m o s t recen t refinement (7) has solved the prob-
lems of bias for samples containing less t h a n 15% t r a n s
isomers b y employing the use o f n o n - t r a n s - c o n t a i n i n g
methyl esters combined with methyl ela idate as s t a n -
d a r d s for the calibration o f the method . In addition, t o
improve reproducibility, the p e a k heights were mea-
s u r e d by overlaying the sample and s tandard spec t ra
t o improve the baseline drawn on t h e sample spec t ra
by the analyst.

DISCUSSION

In this p a p e r we describe fur the r refinements in the
procedure. The major refinement is t h e use of Four ier
Transform Infrared Spectroscopy (FTIR) which allows
several modifications t o be used providing significant
advances to the current s t a t e of the art for this analysis
(7). Previously, conventional dispersive IR ins t ruments
were used fo r the analysis. An inherent limitation was
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FIG. 2 . 20% Methyl elaidate, 90%methyl linoleate.
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t h e requirement fo r t h e in tens i ty band of interest (e.g.,
t h e t r a n s band a t 967 cm-1) t o b e kept between 20-50%
T (0.70-0.15 absorbance units). Fo r cells with p a t h -
l e n g t h s of ~ l . 0mm, this required t h e dilution o f nea t
samples in a t r anspa ren t solvent t o a b o u t 1% (w/v).
T h u s , in o rde r t o run the analysis, 0.5-g samples were
weighed t o a n accuracy of ± 0.0001 g a n d diluted. In
previous work (1-7), the solvent of choice fo r subse-
q u e n t dilution was carbon disulfide due t o its lack of
absorption a t 967 cm-1. The use o f carbon disulfide is
difficult due to its low boiling point. Evaporation dur ing
sample manipulat ion could lead t o significant var ia-
t i ons in the measured concentrations of the samples
and ultimately t o errors in t h e calculation o f t h e t r a n s
compositions. One o t h e r problem is encountered. When
the cell is placed in the sample compartment for analysis,
t h e sample is h e a t e d b y IR radiation. With volatile
solvents, this frequently leads to stratification, v a p o r
o r air bubble formation within t h e cell, mandat ing a
reanalysis o f t h a t sample . With thin cells (~0.lmm),
FTIR enables t h e analysis o f neat samples (no weigh-
ing, no dilution, no bubbles). As long as t h e cell thick-
ness n e v e r varies, all analytical factors cancel out.

As discussed, a solvent was required for dilution of
samples to enable the analysis by conventional IR spectre,
scopy, and concentrations had t o be such t h a t t h e
t r a n s band absorbed between 20-70% transmission in
o rde r t o achieve meaningful quantitative d a t a . All pre-
vious procedures used dispersive spectrophotometsrs
which, b y their design, had diffraction gra t ings allow-
ing only limited amounts of l ight t o pass t h r o u g h t h e
sample a t any par t icular wavelength. This situation is
worsened when at tempts are made to obta in h ighe r
resolution, necessitating the use o f nar rower sl i ts and
f iner ruled gratings. The FTIR uses a Michelson Inter-

ferometsr, which allows all wavelengths of l ight t o pass
t h r o u g h t h e sample simultaneously. Higher resolution
is achieved b y increasing t h e distance t raveled b y t h e
mirror with no loss o f l ight throughput. Due t o this
increased amount o f l ight a t all wavelengths, the sam-
pies can b e analyzed n e a t .

Because FTIR spectrometers are computerized with
all data in digital format , area integration is straightfor-
ward. This is done and introduces a higher order of accu-
racy to the analysis than previously possible (Fig. 2). Itre-
moves the tedious, subjective and time consuming task
encountered with current procedures of manually drawing
baselines and measuring the peak heights. The higher
order of accuracy is due to two factors. First, noise is
reduced by the averaging of multiple spectral scans.
The signal-to-noise ratio is proportional to the square
root of the n u m b e r of scans averaged. W e used 32
scans p e r analysis. Second, area integration tends to
average out noise over t h e entire b a n d , b u t a p e a k
he igh t measurement is sub jec t t o wha teve r noise is
superimposed on t h e s igna l a t t h a t wavelength. When
all these factors are combined, the F T I R produces this
increased accuracy while providing a significant sav-
inge in t o t a l analysis t ime. Our analysis parameters
gave a spectrometer t o t a l analysis time of 2.5 mirdsample
a t 0.5 cm-I resolution from sample insertion to area
in tegra t ion o u t p u t .

The computerized FTIR enables easy da t a storage
of all spec t ra and generated d a t a . Final ly, t h e FTIR
compute r c a n t rans fe r da t a automatically t o another
compute r database via a n RS-232 link. This computer,
coupled t o a n auto-sampler, c a n then ac t as a mas te r
scheduler, sending samples automatically through a
sample loop t o the FTIR for analysis and accepting
results a f te r analysis.

TABLE 1

Seventeen-Day Reprodudbi l l ty D a t a of a S i n g l e S a m p l e

Sample description Prod. date Area % trans Path Run date
SYY 1 3 2 3 6 0 2 / 2 0 / 8 6 1 . 9 3 0 6 .87 . 1 0 3 4 1 1 / 0 3 / 8 6
SYY 1 3 2 3 6 R 2 R 0 2 / 2 0 / 8 6 1 . 8 9 9 6 .80 . 1 0 3 4 1 1 / 0 3 / 8 6
SYY 1 3 2 3 6 R 3 R 0 2 / 2 0 / 8 6 1 . 9 7 6 6 .97 . 1 0 3 4 1 1 / 0 4 / 8 6
SYY 1 3 2 3 6 R 4 R 0 2 / 2 0 / 8 6 1 . 9 2 0 6 .85 . 1 0 3 4 1 1 / 0 4 / 8 6
SYY 132 3 6 R 5 R 0 2 / 2 0 / 8 6 1 . 9 7 0 6 .96 . 1 0 3 4 11/05/86
SYY 132 3 6 R 6 R 0 2 / 2 0 / 8 6 1 . 9 1 9 6 .85 . 1 0 3 4 11/05/86
SYY 132 3 6 R 7 R 0 2 / 2 0 / 8 6 1 . 9 6 8 6 .95 . 1 0 3 4 11/06/86
SYY 132 3 6 R 8 R 0 2 / 2 0 / 8 6 1 . 9 3 9 6 .89 . 1 0 3 4 11/06/86
SYY 132 3 6 R 9 R 0 2 / 2 0 / 8 6 1 . 9 4 1 6 .89 . 1 0 3 4 11/07/86
SYY 132 2 6 R 1 0 R 0 2 / 2 0 / 8 6 1 . 8 9 7 6 .80 . 1 0 3 4 11/07/86
SYY 132 3 6 R l l R 0 2 / 2 0 / 8 6 1 . 9 2 8 6 .87 . 1 0 3 4 11/19/86
SYY 132 3 6 R 1 2 R 0 2 / 2 0 / 8 6 1 . 9 2 7 6 .86 . 1 0 3 4 11/20/86

10.00% ME elaidate std 3.343 10.00 10/01186
10.00% ME elaidatestd 3 . 3 8 0 1 0 . 0 8 0 2 / 2 4 / 8 7
1 0 . 0 0 % ME elaidate std 3 . 3 6 6 1 0 . 0 5 03/05/87

For SYY 1 3 2 series
Average 6 .88
High 6.97
Low 6 .80
Standard deviation 0 . 0 5 8
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The analysis was run routinely for a period o f nine
mo pr ior t o this writ ing wi thout t h e need to determine
a new calibration spectra. The relat ive response was
checked a t l e a s t once daffy with e i the r a primary o r a
secondary standard. This demonstrated the greater sta-
bili ty of an FTIR spectrometer than of a dispersive
ins t rument {Table 1}. Frequency accuracy is maintained
on an FTIR spectrometer by continuous calibration
with the accurately known frequency of a reference
He-Ne laser.

Our FTIR program was wri t ten initially to perform
all operations including sample logging, analysis, stan-
dardization, integration and trans calculation. Subse-
quently, we found it easier t o split t h e s e functions into
two aspects: (I} analysis and integration, and (II) log-
ging, standardization and trans calculation. With this
system, Aspect I, analysis and integration, remained
on t h e FTIR program along with a simplified calcula-
tion o f the percent trans. However, Aspect II, logging,
standardization and trans calculation, was broken out
and transferred to another computer. This allowed Aspect
II t o be expanded easily to include da t a manipulation,
including trending, report wri t ing, g raph ing a n d o t h e r
factors. We chose the Saturn Calc spreadsheet package
for use on our DEC PDP 11/73 Computer . O the r similar
software, for example, Lo tus 1-2-3, is available for o t h e r
computers. The FTIR program provides the in tegra ted

va lue o f the trans area . This number is then en te red
into Saturn Calc a long with data including sample iden-
tification, analysis d a t e , cell thickness, a n a l y s t identi-
fication a n d any o t h e r necessary information. It then
processes the area into percent trans composition directly.
It will then s o r t , t r end , p lo t and report t h e da t a as
needed {Table 1). Final ly, this s y s t e m is optimized for
maximizing sample throughput because t h e FTIR com-
p u t e r is used solely for sample analysis and not as a
da t a processor.

Most fats and oils in genera luse today, when methyl
esterified, are liquids a t room temperature and may be
analyzed easily in a conventional IR cell. Fo r those few
solid samples, a h e a t e d cell may be used to facil i tate
analysis. A n inexpensive cell was constructed for this
purpose b y wrapping a conventional cell f i r s t with f iber
glass heat tolerant tape and then with a layer of NiCrom
resistance wire. The ends o f the wire were connected t o
a Variac t o provide adjustable cur ren t to heat the cell
to the desired tempera ture .

The technique reported here now lends itself t o t h e
possibility of be ing fully au tomated . Three previous
papers have been presented which automate t h e methyl
esterification and]or sample handling {8-10). By in-
corporating par ts o f these procedures into this analysis
scheme, a completely autonomous analysis is possible.

EXPERIMENTAL PROCEDURES
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FIG. 3. 50% Methyl e la idate , 50% methyl l ino leate .

T A B L E 2

Data for S t a n d a r d C a l i b r a t i o na

Actual percent Integrated Peak
Sample trans composition area he igh t
0% Methyl elaidate b 0.00 -1.120 -0.0449
5% Methyl elaidate 5.03 1.170 0.1161
10% Methyl elaidate 10.05 3.345 0.2707
20% Methyl elaidate 20.02 8.075 0.6303
30% Methyl elaidate 30.02 13.030 1.0219
50% Methyl elaidate 49.97 24.440 2.2069

aSee Ref. 7.
bDissolved in methyl linoleate (w/w}.

Equipment. Spectrometer. A Nicolet 20 SXB FTIR
spectrometer equipped with a DTGS detector and a
Nicolet 1280 Super-Mini compute r s y s t e m with a 280-
M b y t e Disk Drive and a 320-Kbyte × 160-Kbyte 24-bit
high speed FFT co-processor were used. A DEC PDP
11/73 was used for the Saturn Calc spreadsheet pack-
age. All spec t ra were run a t 0.5 cm-1 resolution u s i n g
single sided interferograms and 32 c ~ a d d e d interfero-
grams/analysis. Analysis time per sample was a b o u t 2
min 30 sec. In tegra t ion for determining t h e area of the
t r a n s b a n d was performed be tween 9 4 5 - 9 9 0 cm-1.
Baseline correction for integration was "On." {Automatic
baseline correction forces the FTIR t o compute a
tangential baseline between the wavelengths being in-
tegrated. This is similar to hav ing the a n a l y s t draw a
s t ra igh t line between t h e valleys on e i the r side o f t h e
peak be ing measured for hand computation.)

Sample cell. A sample cell having a 0.1034-mm p a t h -
length with KBr windows was used. The cell pathlength
was checked over a period of nine months, dur ing which
time ~700 samples were analyzed in t h e same cell. We
periodically checked t h e cell pathlength by measur ing
the interference fringes observed in t h e infrared spec-
t rum o f t h e empty cell. The var ia t ion did not exceed
0.0002 mm. The cell was cleaned by rinsing with dichloro-
methane three t imes . The cell was thoroughly dr ied
af te r each r in se by pull ing a v a c u u m with a dry ing
tube filled f i t ted to t h e inlet side of the cell.

t r an s Band analysis. It should be n o t e d t h a t we
chose the wavelength band from 945 t o 990 cm-~ over
which to integrate the trans absorption for quantitative
analysis. This introduces a small negative va lue and
some ripple in t h e baseline for t h e 0% methyl ela idate
{zero trans) reference due t o the slight negative curvature
o f the baseline over t h a t band o f wavelengths {Fig. 1}.
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At 10% methyl elaidate the s l i gh t ripple is still present
(Fig. 2). The wavelength maxima and min ima for integra-
tion were chosen t o compensate for band broadening
observed at h ighe r t r a n s content in o r d e r that no loss
of spectral information be allowed for high t r a n s sam-
ples. F i g u r e 3 illustrates the effect of this band broad-
e n i n g for the 50% t r a n s sample. Because any bow or
ripple in the baseline is compensated for by the integra-
tion and calculations, very accurate data may be ob-
tained. We felt that a correlation coefficient of 0.99998
justified our approach.

R e a g e n t s . Methyl elaidate and methyl linoleate were
purchased from Nu-Chek Prep Inc., Elysian, Minnesota.
Boron trifluoride-methanol complex was purchased from
Aldrich Chemical Co., Milwaukee, Wisconsin.
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M e t h y l a t i o n p r o c e d u r e . One g of fat t o be analyzed
was placed in a 25-ml Erlenmeyer flask and fitted with
a refluxcondenser. Ten ml of saturated sodium methoxide
solution was added, and the m i x t u r e was heated while
stirring until clear. Five ml of BF3/Methanol reagen t
was added, followed a b o u t one min l a t e r by the addi-
tion of ca. 25 ml of petroleum ether. The m i x t u r e was
removed from the heat within 2-5 min. A b o u t 30 ml of
saturated NaC1/H20 was a d d e d a f t e r cooling, and the
petroleum e t h e r layer was separated and washed four
t i m e s with DI water. The petroleum e t h e r containing
the methyl esterified sample was d r i e d over anhydrous
MgSO4, filtered and evaporated over a hot plate. The
sample was placed in a vial u n d e r N2 and frozen until
analysis.

S t a n d a r d p r e p a r a t i o n . The standards, weighed t o _+
0.00001 g, were made up as mixtures of neat methyl
elaidate and methyl linoleate as in reference {7). (See
T a b l e 2 for composition of the standards.} Calibration
standards were kept frozen u n d e r a nitrogen blanket
and did not change in composition over a nine-mo period.
{See T a b l e 1 for illustration of the stability.}

C a l i b r a t i o n . A l e a s t squares linear fit of band area
versus percent t r a n s content (11} was first tried as the
calibration method for this analysis. Data for this calibra-
tion is shown in Table 2. The linear fit gave a correla-
tion coefficient { R 2 ) Of 0.99696 and a standard error of
estimate of 1.14% t r a n s . From a plot {Fig. 4) of the
d a t a , it was obvious that there was slight curvature.
We then t r i e d u s i n g a quadratic equation (12) t o fit the
data (Fig. 5). Our correlation coefficient increased t o
0.99998, and the standard error of estimate decreased
t o 0.11% t r a n s . This standard e r r o r of estimate is the
root mean square average of the deviations between
the predicted line and the actual d a t a ; thus, it is a
predictor of the accuracy of the analysis. For example,
if a sample was analyzed t o have between 0 and 50%
t r a n s , the analysis would carry a one standard devia-
tion uncertainty of 0.11% t r a n s over the entire range.
Also of interest are the estimates of the error in the
coefficients for the calibration equations. In the linear

TABLE 3

Mathemat ica l Relat ionships

Model: Linear using band area
Equation: % trans -- 3.21 + 1.957 * Area
Coefficient error: ± 0.64 ± 0.054
R2 ---- 0.99696; standard error of estimate = 1.14

Model: Quadratic using band area
Equation: % trans = 2.497 + 2.293 * Area - 0.01432 * Area2
Coefficient error: ± 0.070 ± 0.017 ± 0.00069
R2 ---- 0.99998; standard error of stimate = 0.11

Model: Linear using peak height
Equation: % trans = 3.7 + 22.0 * Height
Coefficient error: __ 1.6 +_ 1.5
R2 = 0.979; standard error of estimate = 2.9

Model: Quadratic using peak height
Equation: % trans -- 1.40 -F 32.92 * Height - 4.94 * Height 2
Coefficient error: ± 0.11 _+ 0.31 ± 0.137503
R2 = 0.99995; standard error of estimate -- 0.16
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QUANT MACROS
QN1 T O U S E , P R E S S E X P E R I M E N T 1 KEY.

T H I S R O U T I N E S C A N S B A C K G R O U N D A N D
P R O M P T S F O R S L O P E A N D INTERCEPT V A L U E S
IN PREPARATION F O R QN2.

QN2 T O USE, P R E S S E X P E R I M E N T 2 KEY.
R U N S S A M P L E U N K N O W N S AND C A L C U L A T E S
P E R C E N T T R A N S IN V E G OIL A N D S T O R E S S P E C T R A
I N A F I L E .

Q N S S U B R O U T I N E T O S E T F T I R O P E R A T I N G P A R A M E T E R S
S C A N B A C K G R O U N D . S U B R O U T I N E N E E D E D
D U E T O 256 WORD L I M I T ON NICOLET M A C R O S .

THE CALIBRATION F O R T H I S A N A L Y S I S A S S U M E S
THAT A Q U A D R A T I C EQUATION I S U S E D I N O R D E R
T O A C H I E V E T H E P U B L I S H E D CORRELATION 0.99998

AN E X A M P L E O F O N E O F O U R E Q U A T I O N S WAS:
%TRANS---- 2.68+ AREA-0.0217*AREA*AREA

!QNS
NSK=8000
N S D = 3 2
NSB--32
NDP--32768
NTP--65536
FSZ=45056
TEM--109
A P T = F L
B D L - - 1 5
D B L - - N O
DET----1
D S P = I G
G A N - - 1
P F N - - 1
V E L = 3 0
N P R
F X F - - 9 9 0
LXF--945
B A S = Y S
OMD
OPEN DOOR, C L E A R B E A M F O R
PAU
SCB
E N D

\REQ 8000 FOR SS I N T E R F E R O G R A M
\ D E F A U L T # OF S C A N S
\ D E F A U L T # OF S C A N S
\REQ FOR 0.5 CM-1 R E S O L U T I O N
\2 X NDP
\ M U S T BE L A R G E E N O U G H T O HOLD NDP
\ T E M P O R A R Y M A C R O V A R I A B L E
\ D E F A U L T F U L L O P E N
\ B E A M D E L A Y 15 S E C
\SS I N T E R F E R O G R A M S
\ T G S DETECTOR
\ D I S P L A Y O P E R A T I O N S
\ D E F A U L T G A I N
\ P A R A M E T E R FILE # D E F A U L T 1
\ D E F A U L T VELOCITY F O R T G S DET
\ P E R F O R M T H E 109 X R E S E T FORM 2
\ I N I T I A L X F O R INTEGRATION
\ E N D I N G X F O R INTEGRATION
\ B A S E L I N E CORRECTION F O R INTEGRATION ON
\OUTPUT MESSAGE

B A C K G R O U N D , < R E T U R N >
\ W A I T F O R T H E < R E T U R N >
\ S C A N B A C K G R O U N D

!QN1 \ R O U T I N E T O S E T P A R A M E T E R S S C A N B A C K G R O U N D
Q N S \ C A L L F T I R S E T U P R O U T I N E
OMD \ O U T P U T MESSAGE
E N T E R INTERCEPT F O R CALIBRATION {E.G. 2.68}, < R E T U R N >
VF3 \VF3 H O L D S THE INTERCEPT V A L U E
OMD \ O U T P U T MESSAGE
E N T E R S L O P E (1ST O R D E R T E R M , E.G. 2.393}, < R E T U R N >
VF4 \VF4 H O L D S S L O P E V A L U E
OMD \ O U T P U T MESSAGE
E N T E R S Q U A R E TERM (2ND O R D E R T E R M , E.G. -0.0217}, < R E T U R N >
VF2 \VF2 H O L D S S Q U A R E TERM
FXF----4000 \ R E S E T S S C A N F O R F U L L S P E C T R U M
LXF--400 \ R E S E T S SCAN F O R F U L L S P E C T R U M
E N D

!QN2
FXF--990 \INITIAL X FOR I N T E G R A T I O N
LXF--945 \ E N D I N G X FOR I N T E G R A T I O N
DFN--10 \COLLECT U N K N O W N S TO DESTINATION FILE # 10
O M D \ O U T P U T M E S S A G E
INSERT U N K N O W N SAMPLE, < R E T U R N >
P A U \ W A I T F O R < R E T U R N >

(Table 4 continued on next page)
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SCD \SCAN UNKNOWN TO DESTINATION FILE
RAD \RATIO DESTINATION AGAINST BACKGROUND
ABD \CONVERT TO ABSORBANCE
OMD \OUTPUT MESSAGE
ENTER SAMPLE TITLE, <RETURN>
TID
ASD
DSD
OMD
ENTER FILE NAME, <RETURN>
PDD
SMD
OMD
AREA OF THE TRANS PEAK IS:
PRN FCD
VF0--VF4*FCD+VF3
VF0=VF2+ FCD*FCD+VF0
TIQ
OMD

\ACCEPT TITLE FOR UNKNOWN
\AUTOSCALE SPECTRUM
\DISPLAY UNKNOWN'S SPECTRUM (990-945)
\OUTPUT MESSAGE

\SAVES SAMPLE SPECTRA IN FILE
\INTEGRATE UNKNOWN AREA
\OUTPUT MESSAGE

\PRINT INTEGRAL VALUE
\CALCULATE %TRANS (LINEAR COMPONENT)
\CALCULATE %TRANS (2ND ORDER COMPONENT)
\OUTPUT TITLE
\OUTPUT MESSAGE

%TRANS CONCENTRATION OF SAMPLE IS:
PRN VF0 \PRINT CONCENTRATION OF UNKNOWN
FXF----4000 \RESETS SCAN FOR FULL SPECTRUM
LXF---400 \RESETS SCAN FOR FULL SPECTRUM
END

equation the intercept had an e r r o r of - 0.64, while in
the quadratic model it had dropped t o _ 0.07. Likewise,
the first order term e r r o r dropped from _ 0.054 t o +_
0.017. This, a l o n g with the s t a n d a r d error of estimate,
can be t a k e n as indicators of the quality of the fit of
the equation t o the data.

Although we used band area data from the begin-
ning for all of our work, for comparison purposes we
also examined the effect of u s i n g peak he igh t data for
the calibration, as has been done in all previous papers.
Our peak he igh t data used a digitally computed base-
line between 990 and 945 cm-1, and the peak he igh t was
t a k e n digitally from the FTIR at the peak maximum.
The peak he igh t was then subtracted from the com-
puted baseline at that maximum wavelength. Thus, our
peak he igh t data was much more precise than that
from a manua l measurement made from recorder trac-
ings. Table 3 shows the various calibrations we con-
sidered. From this t a b l e one can see that a linear
calibration b a s e d on peak he igh t gave a standard error
of 2.95% trans. Predictions of t r a n s content from pre-
vious papers would have been no better because they
either did not attempt t o produce a nonlinear m o d e l
equation for the calibration or used simple data plots.
A quadratic regression can account for the curvature
that is present with both the area data and the peak
he igh t d a t a . Although the peak he igh t data has more
curvature in the calibration than the area data (Fig. 6),
a respectable calibration with a standard error of 0.16%
t r a n s may be obtained from a quadratic fit. This sur-
prisingly high correlation for peak he igh t data was due
in part t o the stability of the FTIR instrument, and the
fact that s igna l ave rag ing reduced the noise at the
peak maximum. In the f i n a l analysis, however, a
quadratic fit of band area data produced the best calibra-
tion. The 0.11% t r a n s standard e r r o r for area is 31%
better than the 0.16% t r a n s standard error for peak
height.

F T I R M a c r o P r o g r a m s . All operations on the Nicolet
2 0 S X B FTIR are performed via three-letter commands
typed on the keyboard. Commands and parameters
may be s t r u n g together t o form simple m a c r o pro-
g r a m s . These m a c r o s are accessed in turn, by new
three-letter codes. Hence, a single m a c r o program can
set up operating parameters, acquire and file spectra,
perform some limited calculations and prompt the user
for sample information. T o permit this analysis t o be
performed by lab personnel not familiar with the FTIR,
we wrote the m a c r o programs presented in Table 4.
These m a c r o s were assigned t o two "experiment" keys
on the keyboard. This allows any analyst t o execute a
macro program merely by pressing a designated exper-
imen t key. On our system, the Experiment 1 Key sets
the operating parameters for performing all analyses
and then collects a background single beam spectra.
An sample single beam spectra are then "ratioed" against
the background t o give true transmittance or absorbance
spectra. This procedure is necessary because an FTIR
is a single beam spectrometer. The Experiment 2 Key
performs a t r a n s area measurement, prompts for a
sample name and file name t o permanently store the
spectra (allowing l a t e r reanalysis if desired) and com-
putes the percent t r a n s u s i n g the calibration values
determined separately for the standard mixtures and
then entered in Experiment 1. This essentially reduces
the analysis t o a two-button operation once the calibra-
tion has been obtained.
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